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A phase-field model was developed to simulate the accumulation and transport of fission products and
the evolution of gas bubble microstructures in nuclear fuels. The model takes into account the generation
of gas atoms and vacancies, and the elastic interaction between diffusive species and defects as well as
the inhomogeneity of elasticity and diffusivity. The simulations show that gas bubble nucleation is much
easier at grain boundaries than inside grains due to the trapping of gas atoms and the high mobility of
vacancies and gas atoms in grain boundaries. Helium bubble formation at unstable vacancy clusters gen-
erated by irradiation depends on the mobilities of the vacancies and He, and the continuing supply of
vacancies and He. The formation volume of the vacancy and He has a strong effect on the gas bubble
nucleation at dislocations. The effective thermal conductivity strongly depends on the bubble volume
fraction, but weakly on the morphology of the bubbles.
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1. Introduction

Due to the creation of fission products and radiation damage, a
complex microstructure evolution, such as the formation of gas
bubbles, voids, precipitates and dislocation networks, occurs in nu-
clear fuels and cladding materials. These microstructural changes
can result in fuel instability (such as fuel swelling, embrittlement,
cracking and surface roughening) and thermodynamic property
changes (such as phase instability, diffusivity and thermal conduc-
tivity). Therefore, understanding and predicting the microstructure
evolution and its subsequent impact on material properties are
crucial for scientific design of nuclear materials, optimizing fuel
operation, and reducing uncertainty in operational and safety
margins.

There has been extensive experimental investigation of the
influence of fission products on properties and performance of nu-
clear fuels and cladding materials over the past 40 years [1–11].
Great progress has also been made in developing computational
models for the prediction of gas release and fuel performance
[12–22]. For example, the most advanced models include FAST-
GRASS [18], VICTORIA [19], MFPR [20,21] and FRAPCON [22]. These
codes take into account a number of observed phenomena such as
the production of fission gases, bubble nucleation, migration and
coalescence, re-solution, temperature, temperature gradients,
interlinked porosity and thermal conductivity. The codes are
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mainly based on two assumptions: (1) the evolution of the average
concentrations of fission products follows kinetic rate equations;
and (2) the growth kinetics of a single spherical gas bubble is de-
scribed by the capillarity relationship. This relationship is valid
only for the description of equilibrium crystals and generally fails
under irradiation conditions when the fuel matrix is saturated with
point defects. In addition, these models ignore or do not suffi-
ciently take into account the effects of defects and defect struc-
tures, the morphology of bubbles, i.e., spatial and size
distribution of bubbles, the elastic interaction among defects, bub-
bles and diffusive fission products and diffusivity inhomogeneity.
All of these factors are important in determining both new phase
nucleation and microstructure evolution kinetics, and hence, the
microstructure and properties.

The phase-field method based on the fundamental thermody-
namic and kinetic information has been emerging as a powerful
computational approach at the mesoscale for predicting phase sta-
bility and microstructural evolution kinetics during many materi-
als processes such as solidification, precipitation in alloys,
ferroelectric domain evolution in ferroelectric materials, martens-
itic transformation, dislocation dynamics and electrochemical pro-
cess [23–31]. This method describes a microstructure using a set of
conserved and nonconserved variables that are continuous across
the interfacial regions. The temporal and spatial evolution of the
variables, i.e., the microstructural evolution, is governed by the
Cahn-Hilliard nonlinear diffusion equation and the Alan Cahn
relaxation equation. It uses input from thermodynamic and kinetic
data from atomistic simulation, thermal dynamic calculations and
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experiments, and outputs the kinetic information of microstruc-
ture evolution. Compared with atomistic simulation methods such
as first principles methods and molecular dynamics [32,33], the
phase-field method can deal with much larger length and time
scales. Some kinetic Monte Carlo methods [34] might have time
and length scales similar to the phase-field method. However,
the phase-field method has the advantage of taking into account
long-range interactions such as elastic interactions. If the calcula-
tion of energy differences requires evaluating the elastic solution
at each MC step, then it will be a very time consuming simulation.
Rate theory methods [14,21,35] have been used for simulating gas
bubble evolution in metals and nuclear fuels. Although rate theo-
ries can deal with large time and length scales, it is difficult to in-
clude the effects of the morphology of gas bubbles, and the
inhomogeneity of defect distributions and material properties on
microstructure evolution with rate theory. It is very easy to inte-
grate long-range interactions and the inhomogeneity of material
properties into phase-field formulisms. These advantages give
phase-field modeling the power to model the evolution of the
microstructure and properties in the material at the mesoscale
and linking atomistic and macroscopic simulations.

Microstructural evolution in irradiated materials is a complex
process which involves extreme time and length scales ranging
from individual atomic events such as point defect generation dur-
ing radiation cascades on the scale of femtoseconds and nano-me-
ters, to long term diffusion and macroscopic material property
changes on the scale of years and meters. To study microstructural
evolution requires not only accurate thermodynamic and kinetic
properties of individual defects such as the generation rate of point
defects, defect mobilities and their reactions, but also accurate
thermodynamic and kinetic properties of the system such as chem-
ical free energy and mechanical properties of different phases,
interfacial energies, and interface mobility. In general, such infor-
mation does not exist in a form that is readily used by such models.
Therefore, this work develops and presents a qualitative phase-
field model in order to demonstrate the ability to simulate micro-
structural evolution such as the accumulation of fission products
and gas bubbles as well as internal stresses, and to study the effect
of microstructures on thermal conductivity. All the results pre-
sented in this paper are qualitative because of both lack of accurate
thermodynamic and kinetic properties and the simplifying
assumptions used in the models. However, the work demonstrates
the capability of the phase-field approach to provide important
information such as the accumulation of fission products, three
dimensional gas bubble morphology, the evolution of internal
stresses and the effective thermal conductivity. With the develop-
ment of accurate thermodynamic and kinetic data, and improve-
ment of the model, quantitative results can be obtained in the
future, which can be used as inputs for macro-scale fuel perfor-
mance simulations such as FRAPCON.
2. Description of the phase-field model

The formation of gas bubbles is a direct consequence of the ex-
tremely low gas atom solubility in nuclear fuels and metals. How-
ever, the gas bubble nucleation and growth kinetics are strongly
affected by a number of factors including the trapping of gas atoms
by preexisting and evolving defects such as vacancies, dislocations
and grain boundaries, mobility inhomogeneity as well as the gen-
eration rate of fission products. Fission products, depending on
materials and nuclear reactions, will include typical inert gas
atoms such as Kr, Xe and He, and lattice defects such as vacancies,
vacancy clusters, dislocation loops, and interstitials. This work as-
sumes that (1) all inert gas atoms are identical and mobile. The
equation of state of the He gas phase is used to treat all gas bubbles
as He bubbles to simplify the calculations and to reduce the num-
ber of different species; (2) a single vacancy is considered mobile,
but vacancy clusters and dislocation loops are immobile; (3) the
self-interstitial migration is very fast compared to vacancies, such
that self-interstitials either recombine quickly with vacancies or
become trapped by dislocations and grain boundaries so that they
are not treated explicitly; and (4) the microstructure evolves
through the diffusion of gas atoms and vacancies so that the gas
phase and solid solution matrix phase are in equilibrium at all
times. Although the system is dramatically simplified, all these
assumptions can be resolved in the future by considering a mul-
ti-component system that is composed of different gas atoms
and defects.

Describing the microstructure of a polycrystalline material with
defects and diffusive species employs a number of continuous
functions: u(r) to describe the polycrystalline grains and grain
boundaries, gij(r) the dislocation distributions, and cgas(r, t) and
cvac(r, t) the concentrations of gas atoms and vacancies in the unit
of atom/lattice site, respectively. r and t are spatial coordinates
and time, respectively. The function u(r) is equal to 0 inside a grain,
and varies smoothly from 0 ? 1 ? 0 across a grain boundary. This
work emphasizes the effect of free volume and diffusivity inhomo-
geneity in the grain boundaries on gas bubble formation and evo-
lution while ignoring the anisotropy of grain boundaries. The
function gij(r) describes the discontinuous displacement across
the slip plane in units of Burgers’ vector bij. A detailed description
of dislocations treated in this manner is given in Refs. [28,30].

In the phase-field framework, the total free energy of the sys-
tem is written as a function of phase-field variables and includes
the chemical free energy, gradient energy terms, and long-range
interaction energy as:

E ¼
Z

V
ðFðcgas; cvacÞ þ jgasjrcgasj2 þ jvacjrcvacj2

þ Felasticð/;gij; cgas; cvacÞÞdV ; ð1Þ

where F(cgas,cvac) is the chemical free energy, jgas and jvac are gra-
dient coefficients associated with interfacial energy of gas bubbles,
and the elastic energy Felastic is associated with the lattice mismatch
of the defects.

2.1. Chemical free energy

Microstructural evolution in the phase-field model is driven by
the minimization of the total free energy of the system described in
Eq. (1). Generally speaking, a quantitative simulation relies on
accurate chemical free energy and kinetic data. It is a big challenge
to calculate the chemical free energy of fuel materials in terms of
compositions and temperatures, especially when defects and irra-
diation-induced phases are considered. However, it is possible, in
principle, to measure and calculate the thermodynamic equilib-
rium properties of each phase. These data can be used to construct
a chemical free energy that provides the equilibrium thermody-
namic properties of the system. However, we can treat the effect
of chemical free energy on kinetics as an uncertainty and make a
parametric investigation in the simulations. In this work, the sys-
tem is assumed to be co-existence of a solid solution matrix phase
and a gas phase at a given temperature. A model chemical free en-
ergy is constructed since no valid chemical free energy function ex-
ists. The chemical free energy tries to capture the following facts:
(1) the very low solubility of vacancies and gas atoms in the ma-
trix; (2) the strong binding of vacancies and gas atoms; and (3)
in gas bubbles, the vacancy equilibrium concentration is cequ

vac ¼ 1
while gas atom equilibrium concentration is determined by the
equation of state of the gas phase.

The chemical free energy has the form:
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Fðcgas; cvacÞ ¼ fvacðc4
vac þ Ac3

vac þ Bc2
vac þ Ccvac þ DÞ

þ fgasðcgas � c0
gasÞ

2 þ Eðcgas � c0
gasÞðcvac � c0

vacÞ; ð2Þ

where fgas, fvac, A, B, C, D and E are constants, and c0
gas and c0

vac is the sol-
ubility of gas atoms and vacancies in the matrix phase, respectively. E
is associated with the binding energy between a vacancy and a gas
atom. The terms fgas, fvac, A, B, C and D are determined by the equilib-
rium properties: equilibrium concentrations, common tangents, and
gas bubble formation. The equation of state and chemical free energy
of the He gas phase has been studied in Refs. [17,36,37]. A chemical
free energy was constructed with the calculated equilibrium concen-
tration of He gas at T = 1200 K. Fig. 1 shows the chemical free energy
in terms of the concentration of He gas and vacancies in units of atom/
lattice site. The parameters are listed in Table 1. Note that this chem-
ical free energy only describes equilibrium properties. When the He
concentration is zero a void phase and a solid solution matrix phase
are in equilibrium. He gas phase becomes more stable than the void
phase in the presence of He gas atoms. To develop a more accurate
chemical free energy requires accurate thermodynamic data for the
matrix and gas phases. As stated earlier, the objective of this work
is to present the phase-field model and demonstrate it’s capability.
Future work will specifically study the effect of chemical free ener-
gies on microstructural evolution.

2.2. Elastic interaction energy

Experimental and theoretical studies demonstrate the great
influence of defects generated under irradiation conditions on
the bubble nucleation and growth [5,20]. Lattice mismatch around
vacancies, gas atoms, dislocations and grain boundaries generates
a stress field. The elastic interaction is one of the driving forces
for migration of vacancies and gas atoms. The first step of bubble
formation is the trapping of gas atoms and vacancies by defects.
After reaching a certain filling state, n gas atoms plus vacancies
complexes become stable against recombination with self-intersti-
tial atoms. In the present work, the eigenstrain [38] is used to de-
scribe the lattice mismatch around the defects,

e�ijðr; tÞ ¼ evac
0 cvacðr; tÞdij þ egas

ij ðcgasðr; tÞÞ þ edis
ij ðglmðrÞÞ

þ eG:B
ij ð/ðrÞÞ; ð3Þ

where evac
0 ¼ ð1=aÞda=ðdcvacÞ is the expansion coefficient of lattice

parameters with respect to cvac. Here, we assume that the variation
of the stress-free lattice parameter, a, with vacancy concentration
Fig. 1. Chemical free energy F/C44 as a function of He gas concentration and vacancy co
bubble phase equilibrium. C44 (GPa) is the shear modulus of the matrix.
obeys Vegard’s law and dij is the Kronecker-Delta function. The
eigenstrain tensor egas

ij ðcgasðr; tÞÞ is associated with the lattice mis-
match due to gas atoms. It is calculated by egas

ij ðcgasðr; tÞÞ
¼ egas

0 cgasðr; tÞdij in the matrix, and egas
ij ðcgasðr; tÞÞ ¼ Pðcgasðr; tÞÞ=

ð3BÞdij in the gas phase, where P(cgas(r, t)) is the relationship be-
tween concentration and pressure in the gas phase, and B is the bulk
modulus of the gas phase. The third term is the eigenstrain related
to a spatial distribution of dislocations, which can be written as
[28,30]:

edis
ij ðrÞ ¼

X
l;m

1

2dlm
0

½blm
i nlm

j þ blm
j nlm

i �glmðrÞ; ð4Þ

where blm, nlm and dlm
0 are the Burgers’ vector, the normal of the slip

plane, and the interplanar distance of the slip plane, respectively.
The lattice distortion along grain boundaries can be described by
dislocation and vacancy distributions, so the last term eG:B:

ij ð/ðrÞÞ
is calculated in the same manner as the first and third terms.

The mechanical equilibrium equations are written as:

@rij

@rj
¼ @kijklekl

@rj
¼ 0; ð5Þ

where ekl is the elastic strain component, which can be obtained by
subtracting the eigenstrain ekl from the total strain ekl, i.e.,
ekl ¼ ekl � e�kl, and kijkl is the elastic stiffness tensor. In this work,
the elastic stiffness is assumed to be inhomogeneous and is ex-
pressed as a statistical average of the stiffness of the matrix:

kijkl ¼ k0
ijklð1� cvacðr; tÞÞ þ k0ijklcgasðr; tÞ: ð6Þ

This expression ensures that elastic constants are zero in voids
where cvac = 1 and cgas = 0. In gas bubbles cvac = 1 and cgas – 0 the
elastic constants depend on the gas concentration. Specifically,
we do not treat the gas bubbles as a solid phase, which may be
more accurate at high gas pressures. The mechanical equilibrium
equations are solved by an iteration method proposed in Refs.
[27,39]. Then the elastic energy is calculated by:

Felastic ¼ 1
2

kijkleijekl: ð7Þ
2.3. Evolution equations

The migration of vacancies and gas atoms is described by the
Cahn–Hilliard equations [40]:
ncentration in the unit of atom/lattice site, which provides solid solution and gas



Table 1
The dimensionless parameters used in the simulations.

Time Dt� 0.0005
Coefficient of chemical free energy f �gas 0.100
Coefficient of chemical free energy f �vac 1.102
Coefficient of chemical free energy E� �0.2
Coefficient of chemical free energy A �1.663
Coefficient of chemical free energy B 0.313
Coefficient of chemical free energy C 0.357
Coefficient of chemical free energy D �0.012
Solubility of gas atoms (atom/lattice site) c0

gas 0.012
Solubility of vacancies (atom/lattice site) c0

vac 0.032
Gradient coefficient j�gas 0.06
Gradient coefficient j�vac 0.06
Elastic constants of matrix k0

ijkl=C44 C11/C44 = 3; C12/C44 = 1; C44/C44 = 1
Elastic constants of gas bubbles k0ijkl=C44 C011/C44 = 5/3; C012/C44 = 5/3; C044/C44 = 0
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@cgasðr; tÞ
@t

¼ r �Mgasr
dEðcgas; cvacÞ
dcgasðr; tÞ

þ _ggasðr; tÞ; ð8Þ

@cvacðr; tÞ
@t

¼ r �Mvacr
dEðcgas; cvacÞ
dcvacðr; tÞ

þ _gvacðr; tÞ; ð9Þ

where E(cgas,cvac) is the total free energy described by Eq. (1) and
_ggas and _gvac are generation rates of gas atoms and vacancies, respec-
tively. They are simply described as a linear function of vacancy
concentration _giðr; tÞ ¼ _g0

i ð1� cvacðr; tÞÞ; (i = gas,vac) so that the
generation rates are zero in both voids and gas bubbles. Here, we
note that the sinks for point defects are naturally introduced by
adding structural defects such as vacancy clusters, dislocations,
and grain boundaries in our simulations and allowing vacancies to
be absorbed at these sites. Mgas and Mvac are the mobility of gas
atoms and vacancies, respectively, noting that the mobility of point
defects is usually very different in grains, grain boundaries, and
voids, and depends strongly on composition and temperature. In
this work, the mobility is described as Mi = M0

i (1 + 3(exp(/) � 1),
which gives mobility in grain boundaries and gas bubbles much lar-
ger than in grains.

The evolution Eqs. (8) and (9) are efficiently solved using a
semi-implicit method [41], using dimensionless units:

r�i ¼
ri

r0
; t� ¼

M0
gast

r2
0C44

; f �gas ¼
fgas

C44
; f �vac ¼

fvac

C44
; E�

¼ E
C44

;j�gas ¼
jgas

r2
0C44

; j�vac ¼
jvac

r2
0C44

; k�ijkl ¼
kijkl

C44
; ð10Þ

where r0 is a characteristic length, and C44 is the shear modulus of
the matrix. Table 1 lists all the model parameters used in the
simulations.
3. Results and discussion

3.1. Formation and growth of gas bubbles around defects

Trapping of vacancies and gas atoms by defects is a possible for-
mation mechanism of voids and gas bubbles. To examine this
hypothesis, the segregation of vacancies and gas atoms around
two defects was studied: a shear dislocation loop and a vacancy
cluster, both of which are often observed in fuels and cladding
materials. In the simulations, a square dislocation loop with
b = [101], n = [111] and an edge length L0 = 40r0; and a spherical
vacancy cluster with average vacancy concentration cvac = 0.2 and
a radius R0 = 2r0 is put in the center of a simulation cell
128r0 � 128r0 � 128r0, respectively. The simulations start from a
uniform vacancy concentration cvac = 0.03 and gas concentration
cgas = 0.03. Although any concentration of vacancies and gas atoms
can be used in our model, high concentrations are used in order to
accelerate the simulation. The gas atom and vacancy generation
rates are given by _g0

gas ¼ _g0
vac ¼ 0:002ðt�Þ�1. The vacancy is assumed

to cause a volume contraction while a gas atom results in a volume
expansion, where evac

0 ¼ �0:01; egas
ij ðcgasðr; tÞÞ ¼ 0:015cgasðr; tÞdij in

the matrix, and egas
ij ¼ Pðcgasðr; tÞÞ=ð3BÞdij in gas bubbles are used

in Eq. (3). Pðcgasðr; tÞÞ is the pressure–concentration relation of
the He gas phase [17,36,37]. The bulk modulus B of the He gas
phase is assumed to be the same as the matrix. It is true that the
gas bulk modulus depends on the concentration. But if the pres-
sure–concentration relationship is used to calculate the eigen-
strain, the bulk modulus is just a scale factor, and does not affect
the resulting pressure in the gas phase. The shear modulus of the
He gas phase is assumed to be zero in the simulations although
the He gas phase may become a solid phase under a high pressure.
It needs to be pointed out that this model allows inhomogeneity
and anisotropy of both the matrix and gas phases. The temporal
evolution of the vacancy and He concentration profiles around
the dislocation loop are plotted in Fig. 2. As expected, He atoms ini-
tially segregate in the tensile region of the edge dislocation while
vacancies locate in the compressive region of the edge dislocation.
There is no segregation observed on the screw dislocation seg-
ments because the hydrostatic stress around a screw dislocation
is zero. With the increase of overall He and vacancy concentrations,
more and more He and vacancies segregate near dislocations, and
then vacancies in the compressive region of the dislocation start to
diffuse and combine with He atoms; finally a gas bubble forms in
the tensile region of the dislocation.

The combination of segregated vacancies and He atoms leads to
gas bubble formation. Either vacancies diffusing to gas atoms or
gas atoms diffusing to vacancies is possible, but which process
dominates depends on the mobility of defects and driving forces
associated with the minimization of the chemical free energy and
the elastic energy. It is interesting to find that gas atoms diffusing
to vacancies occurs when decreasing the lattice mismatch strains
of gas atoms and increasing the lattice mismatch strain due to
vacancies. Fig. 3 shows the temporal evolution of the vacancy
and gas concentration profiles. Comparing Figs. 2 and 3, we can
see that the gas bubble may form in either tensile or compressive
regions of the dislocation depending on the lattice mismatch
strains of the vacancy and gas atom. The results imply that accu-
rate formation volume of defects, which is used to calculate the lat-
tice mismatch strains, is required for quantitative simulations.

The temporal evolution of the vacancy and gas concentration
around a vacancy cluster with an initial vacancy concentration
0.2 is shown in Fig. 4. The concentration isosurface shows a profile
where the concentration is 95% of the maximum concentration.
Therefore, the isosurface presents the temporal evolution of the
maximum concentration as well as the size of the gas cluster or



Fig. 2. Temporal evolution of He and vacancy concentration profiles around a square dislocation loop with b = [101], n = [111] and edge length L0 = 40r0. egas
0 ¼ 0:015,

evac
0 ¼ �0:01 are used. Top row presents He concentration while bottom row gives vacancy concentration. The concentration isosurface shows a profile where the

concentration is 95% of the maximum concentration.

Fig. 3. Temporal evolution of He and vacancy concentration profiles around a square dislocation loop with b = t[101], n = [111] and edge length L0 = 40r0. egas
0 ¼ 0:01,

evac
0 ¼ �0:015 are used. Top row gives He concentration and bottom row the vacancy concentration. The concentration isosurface shows a profile where the concentration is

95% of the maximum concentration.
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bubble. We can see that at early stages the concentration of the va-
cancy cluster decreases and the vacancy cluster shrinks because
the vacancy cluster is unstable. But the gas concentration at a
vacancy cluster increases gradually due to the elastic interaction
(a combination of gas atoms and vacancies reduces the elastic en-
ergy) and chemical interaction (a combination of gas atoms and
vacancies reduces the chemical free energy). The increasing segre-
gation of gas atoms at vacancy clusters finally stabilizes the va-
cancy cluster and leads to the gas bubble formation and growth.
Whether or not an initial vacancy cluster can act as a formation site
for a gas bubble depends on the vacancy cluster size as well as the
kinetics of vacancies and gas atoms, i.e., their mobility and gener-
ation rates.

3.2. Growth kinetics of a single gas bubble around a vacancy cluster

The formation and growth of gas bubbles require a supply of
vacancies and He atoms. The effect of vacancy generation rate



Fig. 4. Temporal evolution of He and vacancy concentration profiles around a spherical vacancy cluster with average vacancy concentration cvac = 0.2 and radius R0 = 2r0.
egas

0 ¼ 0:015, evac
0 ¼ �0:01 are used. Top row presents He concentration while bottom row is vacancy concentration.
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and mobility on the gas bubble nucleation and growth kinetics was
studied by simulating the evolution of a vacancy cluster with dif-
ferent vacancy generation rates and mobility. The initial vacancy
cluster is a sphere with average vacancy concentration cvac = 0.2
and a radius R0 = 2r0. The gas bubble diameter can be calculated
by assuming that the vacancy concentration in the gas bubble is
larger than 0.95. Fig. 5 presents the evolution of gas bubble diam-
eters. These results show that (1) if the vacancy generation rate is
zero, the initial vacancy cluster decays as shown by the black-circle
line; (2) if the vacancy generation rate is not zero, gas bubble for-
mation and growth takes place. This shows that the vacancy mobil-
ity has different effects on the bubble formation and growth.
Bubble formation increases as the vacancy mobility decreases. In
Fig. 5. Effect of vacancy mobility and generation rate on gas bubble nucleation and
growth at a vacancy cluster. t* is a reduced time defined in Eq. (10).
contrast, the gas bubble growth rate (dr0/dt*) decreases with the
decrease of the vacancy mobility.

3.3. Gas bubble evolution in a polycrystalline material

The simulations discussed above were done in three dimen-
sions. The size of the simulation cell is limited by computer re-
sources. In order to examine the effect of a grain boundary on
gas bubble evolution, two-dimensional simulations were per-
formed with a larger simulation cell, 1024r0 � 1024r0. A polycrys-
tal was generated by applying a grain growth phase-field model
[42]. Grain boundaries in a polycrystalline material are two-
dimensional defects which usually have free volume (more open
atom structure compared to perfect crystals) especially for large
angle grain boundaries. As a result, the mobility of atoms and
vacancies are considerably different along grain boundaries and in-
side grains. For instance, MD simulations show that the migration
energy (Em) for a vacancy in the Fe matrix is about 0.7 eV and
about 0.4 eV in the grain boundaries examined. Interstitial He
atoms are extremely mobile in the Fe perfect crystal (Em = 0.1 eV)
and can become trapped in the excess volume of the grain bound-
ary where they have Em = 0.4 eV [43].

In order to take the grain boundary features into account in the
simulations, randomly distributed immobile vacancies are used to
describe the free volume. The lattice mismatch associated with the
free volume in the grain boundaries is described by stress free
strains eG:B:

ij ð/ðrÞÞ ¼ 0:033 sinð/ðrÞp=2Þdij. The mobility of vacancies
and gas atoms in the grain boundaries is assumed to be five times
larger than in grains. Hundred small vacancy clusters with a radius
varying 1/3r0 and average vacancy concentration of 0.2 are ran-
domly distributed in the simulation cell; the overall initial concen-
tration of vacancies and gas atoms are 0.03; and the generation
rates are _g0

gas ¼ _g0
vac ¼ 0:003ðt�Þ�1

: The grain boundaries and va-
cancy clusters are sinks to both gas atoms and vacancies. The time
evolution of the gas bubbles is shown in Fig. 6. The color bar pre-
sents the gas atom concentration, which varies from 0 to 1.32
and the purple lines show the grain boundaries. This shows that
gas atoms first segregate on the grain boundaries and vacancy clus-
ters due to local tensile stress fields associated with the free vol-
ume. Then, gas bubbles form, grow or shrink, and coalesce
because of relative large mobility in grain boundaries. The gas bub-



Fig. 6. Time evolution of gas bubbles in a polycrystalline material. The color bar presents the He concentration which varies from 0 to 1.32. The purple lines show the grain
boundaries. (For interpretation of the references in colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Evolution of effective thermal conductivity under three material processes
with different vacancy mobility and vacancy generation rates. t* is a reduced time
defined in Eq. (10).
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ble formation in the grain boundaries consumes the vacancies and
gas atoms around the grain boundaries. As a result, gas bubbles
rarely form near grain boundaries; the newly formed vacancy plus
gas atom clusters vanish because not enough vacancies and gas
atoms are available, and a gas bubble free zone, so called denuded
zone, forms around the grain boundaries as observed in experi-
ments [4]. The effect of vacancy mobility and generation rate on
the gas bubble formation was also simulated and showed that low-
er vacancy mobility and/or higher vacancy generation rates may
cause the formation of intragranular gas bubbles.

3.4. Effective thermal conductivity

Point defects [44], second phase such as voids and gas bubbles,
grain-boundaries [45], and stress fields [46] all may affect the local
thermal conductivity. Phase-field simulations output the temporal
evolution of point defect distributions, gas bubble and void micro-
structures as well as the stress fields and this information can be
used to calculate the local thermal conductivity K(r,T). For a given
microstructure, the effective thermal conductivity can be calcu-
lated using the following scheme. The heat transport equation,

@T
@t
¼ r � Kðr; TÞrT; ð11Þ

under constant temperature boundary conditions can be solved
along the r1 axis, i.e., T ¼ T1jr1¼0 and T ¼ T2jr1¼L where T is the tem-
perature. When the temperature reaches a steady state, the effec-
tive thermal conductivity is calculated by:

K ¼
�JQ

h@T=@r1i
ð12Þ

where �JQ is the average heat flux, and h@T=@r1i is the average tem-
perature gradient. Studying the coupling between heat transport
and defect migration, requires considering the temperature depen-
dence of thermodynamic and kinetic properties, and simulta-
neously solving Eqs. (8), (9) and (11). The temperature
dependence of the thermal conductivity and the mobility of vacan-
cies and gas atoms is ignored. Therefore, the gas bubble evolution



Fig. 8. Dependence of effective thermal conductivity on the gas bubble volume
fraction.
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Eqs. (8) and (9) and the temperature evolution Eq. (11), are solved
separately. In the simulations, the thermal conductivity is assumed
to be a function of the vacancy concentration as KðrÞ=K0 ¼
1� 0:8 sinðcvacðrÞp=2Þ; which gives the thermal conductivity in
gas bubbles ðcvacðrÞ � 1:0Þ being about five times smaller than that
in the matrix ðcvacðrÞ � 0:0Þ:

Systematic simulations, including the effect of grain boundaries,
gas bubbles, point defects and stresses on the effective thermal
conductivity, are under way. Fig. 7 shows the evolution of effective
thermal conductivity calculated under three material processes
with different vacancy mobility and vacancy generation rates. This
shows that the effective thermal conductivity depends strongly on
both the vacancy mobility and generation rate. Lower vacancy
mobility and generation rate lead to a slower decrease of the effec-
tive thermal conductivity because of a slower gas bubble growth
rate. For the same vacancy mobility, a higher vacancy generation
rate results in a faster gas bubble growth. As a consequence, the
effective thermal conductivity decreases faster. Fig. 8 shows the
dependence of effective thermal conductivity on gas bubble vol-
ume fraction. The results demonstrate that gas bubble volume frac-
tion is the main determinant to the effective thermal conductivity
while the effective thermal conductivity is not sensitive to the gas
bubble morphology, which is the expected result.

4. Conclusions

This work presented a phase-field approach to modeling the gas
bubble evolution and calculating the effective thermal conductiv-
ity in a polycrystalline material with the microstructure obtained
from the simulations. The dependence of bubble formation and
growth kinetics on small vacancy clusters, dislocations and grain
boundaries, the generation rates and mobility of fission products,
and the evolution of effective thermal conductivity have been sim-
ulated. The results show that the gas bubble nucleation at grain
boundaries is much easier than inside grains because of the free
volume trapping of gas atoms and faster supplement of vacancies
and gas atoms. Helium bubble formation around an unstable va-
cancy cluster generated by irradiation depends on the vacancy
mobility and the further supply of vacancies and He. The formation
volume of the vacancy and He has a strong effect on the gas bubble
nucleation on dislocations. The simulations also show that the
effective thermal conductivity is strongly influenced by the bubble
volume fraction and less influenced by the morphology of the bub-
bles. Although the results are qualitative, these simulations con-
firm that the phase-field approach is a promising and predictable
computational tool for quantitatively studying and predicting
phase stability, microstructure and property evolution in nuclear
materials in a severe radiation environment. Reliable predictions
will follow the development of accurate thermodynamic and ki-
netic properties of the system. The models developed in this work
can be extended to study different material phenomena observed
in nuclear fuels and cladding materials, including grain growth,
bubble formation and evolution, oxidation, hydrogen embrittle-
ment, and the coupling of these processes. In the present phase-
field model, the expressions of thermodynamic and kinetic data
are given in very general forms that can be replaced with specific
thermodynamic and kinetic data appropriate for quantitative
simulations.
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